
Interest in reducing cycle time is grow-
ing across business models and market seg-
ments, from manufacturers of microproces-
sors (Intel and AMD), memory (Samsung, 
Inotera, Spansion), foundry (TSMC), and 
even development fabs.(4-17)  However, since 
there is no unified definition of cycle time, 
we cannot calculate its value. 

To remedy this, we are working with 
ISMI and SEMI to formalize a simple set 
of definitions, building on Little’s Law and 
existing SEMI Standards (primarily E124-
1103).  Little’s Law states that average 
work-in-process (WIP) equals the product 
of arrival rate and average cycle time, as 
follows:

(Eq.1) 

Simple manipulation and reflecting the 
likelihood of loss during fab processing 
(substituting output rate, like finished units 
out, for input rate, like arrival rate) yields 

he  need to focus the fab productivity discussion on waste reduction has 
been widely discussed and recognized, (1-3) yet, the industry still lacks ba-
sic tools to comprehend the complete productivity picture.  For example, 
cycle time is relatively intractable and its value is difficult to quantify 

because it consists of missed opportunity rather than incurred costs.  In this study 
we propose a basic toolkit for definition and valuation of cycle time, an important 
first step towards focusing attention and action on improving fab agility.



the definition of cycle time as the ratio of average WIP to 
output rate (finished units out):

(Eq.2)

Note that this definition is based on a top-down view, 
as opposed to classical definitions based on the sum of cycle 
times of individual process steps.  Also, this definition is not 
limited to fab-wide operations, but can be applied to any 
productive part of it.  Cycle time is typically calculated per 
wafer, and possibly per die.  

To enable graphic representation, we have adopted a 
metric cal led “mean time between good units out,” or 
MTBG.  MTBG is simply the inverse of the through-
put rate of the fab (or some element of it).  In that case, 
cycle time is the product of WIP and MTBG:

(Eq.3)   

This relationship is shown in Figure 1, for example, where 
two states are compared:  A, or current state, vs. B, or target (ideal) 
case.  The rectangle in orange, with corners A and B, can be 
viewed as the cycle time waste, or “waste” generated in the fab.

The relative size of these rectangles can indicate the 
overall level of waste. For example, the ratio of rectangle 
B (area defined from origin to B) to rectangle A (area de-
fined by origin to A) is equivalent to the primary indica-
tor advocated by Hyder, namely, load-adjusted cycle time 
equivalent or LACTE. (5)

Analysts and practitioners have traditionally quantified 
the economic impact of cycle time waste using a “bot-

tom-up” approach, typically focusing on modeling the 
impact of longer time to market and reduced differen-
tiation,(18-21) slower yield learning,  or simply inventory 
carrying costs. (14, 22-24)

Our approach was instead to go to “first principles” 
based on the assumption that a fab’s objective is to maxi-
mize profitability.  Profitability is generally increased with 
utilization, so  with a simple representation like Eq. 4, we 
can see a relationship as expressed in Figure 2 for any given 
time period.

(Eq.4)

where GM is gross margin, u is utilization of available ca-
pacity, ASP is average selling price, UnitVarCost is variable 
cost per unit.

As a result, fabs may be tempted to push utilization to 
very high levels; however, extremely high utilization is rare 
due to the conflict between agility and utilization.  This rela-
tionship is known as the “fab operating curve,” illustrated in 
Figure 3.  The fab operating curve has been extensively ana-
lyzed in queuing theory(4) and one model is shown in Eq 5.

(Eq.5)                                              (G/G/1): one process-
ing path

In this equation, Ce is coefficient of process time variation, 
Ca is coefficient of arrival time variation, u stands for utiliza-
tion of available capacity, and Te is average processing time.
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As is evident from the fab operating curve shown in Fig-
ure 3, the cycle time penalty tends to stand in the way of 
increased fab utilization.  As utilization increases, cycle 
time increases and reaches unacceptable levels, forcing 
fabs to limit fab loading.  This relationship between in-
creasing cycle time and increasing fab utilization provides 
an important hint about how to quantify the cost of cycle 
time waste.  Instead of divining the way fabs should run 
their business, it is more straightforward to observe how 
they do it, then impute from their actions and priorities 
the relative value of cycle time.

Fabs use extensive analytical and planning tools to 
strike an optimal trade-off. The rationale is to extend 
cycle time to increase utilization up to the point where 
additional increases would make cycle time unacceptably 
long (resulting in lost business, worse operational per-
formance).  Alternatively, they cut cycle time up to the 
point where further reductions would erode utilization 
and profitability more than the contribution of shorter 
cycle time.

Based on this logic, we can identify a “sweet spot” 
where the value of incremental profit (from higher utiliza-
tion) roughly equals the incremental economic cost (from 
longer cycle time).  This allows us to find the “shadow 
price” of cycle time by observing the fab’s actual perfor-
mance.  From this we can attribute what we call the Lost 
Opportunity due to waste, or LOW function, to each spe-
cific user situation.

The mathematical approach uses the concept of “elasticity” ( ), 
or the ratio of the percent change in one variable to the percent 
change in another variable.

Step 1: Determine the sensitivity of fab owner’s profitability to 
fab utilization, based on Eq.4:

(Eq.6)

In this equation, GM is gross margin, GM% is gross margin % 
of revenue;  u is utilization of available capacity; FC% repre-
sents fixed costs as a % of total manufacturing costs.

Step 2: Determine the sensitivity of cycle time (in queue) to fab 
utilization using Eq.5:

(Eq.7)

where CT
q
 is cycle time in queue, Ce is coefficient of process 

time variation, Ca is coefficient of arrival time variation, and Te

is average processing time.

Step 3: Divide the sensitivities to determine overall response of 
profitability to cycle time (in queue):

(Eq.8)

Step 4: Adjust the calculation to represent the response of profits 
to changes in total cycle time and to convert this profit impact 
to “equivalent costs” (shown as a % of wafer processing costs):
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(Eq.9)

where Rev is Revenues,                                    and FE% represents 
the share of front-end (fab processing) costs of total chip costs.

Equation 9 provides a simple model to evaluate the LOW (or 
the economic value of cycle time) based on information about a 
fab’s current operational characteristics and business model.  

It is instructive to consider the equation in some detail. The 
first argument        , reflects the operational characteristics of 
the fab.  The behavior of this term is consistent with our in-
tuition. Mathematically, it drives the opportunity cost of cycle 
time (LOW) to be lower, the higher the currently targeted uti-

lization (u) is and the longer the relative queue time (r) is.  This 
mathematical behavior and its graphical representation (Figure 
4) reflects the real-world situation. Fab managers who choose to 
run their factories at high utilization/high queue time regimes 
(upper right-hand corner of Figure 4) are responding to the ex-
pectations of the overall enterprise by putting throughput ahead 
of time to market. Their actions reveal the relatively low value 
that they assign to cycle time.  The reverse would be true in 
situations of lower utilization and queue time (lower left-hand 
corner of Figure 4).  

The second argument in Eq 9 reflects the basic financial 
model of the particular fab.  Figure 5 illustrates the calculation of 
the LOW function for two fabs with different business models.  
Even for high-utilization fabs like these, an extra day of cycle 
time costs many millions in missed economic opportunity (this 
is consistent with other observations).(5, 18)

More importantly, this model allows us to contrast the cost 
of  lost opportunity due to waste with the direct fabrication costs 
(CoO).  There is always some element of waste, and this adds 
to the total wafer cost.  As utilization rates are pushed higher, 
this waste component grows, and can grow to the point where 
it more than doubles the total economic cost per wafer. Figure 6 
shows this comparison for a given scenario (fab-wide situation). 
LOW clearly becomes comparable to and even overwhelms 
CoO in typical situations. 

Interestingly, total economic costs can actually be minimized 
at lower utilization (77%), saving 4% vs. target utilization.

We have shown that cycle time can be clearly defined and that the lost 
opportunity incurred by fab owners due to cycle time waste may be 
on the same order of magnitude as the direct fabrication costs.  

Can this lost opportunity be addressed?  A detailed approach is 
beyond the scope of this paper, but we have discussed elsewhere (1, 3)

that the key levers for cycle time waste reduction consist of:
a.  Predictable, low-variability, “smart” tools
b.  High-capacity AMHS and factory systems
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c. Universal, high-productivity, single-wafer proces tools
This report lays out a straightforward toolkit for the definition 

and measurement of cycle time, waste, and its economic impact.  
It is our hope that with the greater clarity and visibility into cycle 
time waste and its economic implications that these tools provide, 
agility will receive the recognition it deserves within the fab pro-
ductivity agenda.
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